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Abstract: The current  IP and other networks such as Power Smart Grids are fast evolving, thus resulting in di-
verse connectivity methodologies. This has led to the emergence of "the Internet of Things” (IoT) methodology 
whose goal is to transform the current IP and related networks to Device-to-Device (D-2-D) basis. It will seam-
lessly interconnect the globe via intelligent devices and sensors of varying types, this resulting in voluminous 
generation and exchange of data in excess of 20 billion Internet-connected objects and sensors (things) by 2022. 
The resultant structure will benefit mankind by helping us make tough decisions as well as be provisioned of 
beneficial services. In this paper, we overview both IoT enabled network architecture as well as security for 
associated objects and devices. We commence with a description of a generalized IoT enabled network's securi-
ty architecture as well as how the various elements constituting them interact. We then describe an approach 
that allows the protection of both constrained and unconstrained IoT devices through robust encryption as well 
as authentication so that both can equally leverage from the same security framework, but still maintaining low 
computational loads, by avoiding excessive computational operations. 
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1. Introduction 
Currently, we are seeing a gradual shift in our concep-

tion of the traditional IP and related networks towards a 
universal and global network of “smart objects”, now re-
ferred to as the Internet of Things (IoT). The continued 
acceleration of this paradigm shift is expected to peak by 
the year 2022. Key enabler to this acceleration is the signif-
icant fall in hardware costs, rapid advancement and devel-
opment of enabling communication technologies as well as 
the current Internet's technological maturity. Ultimately, 
the goal is to interconnect all available physical objects and 
devices, thus enabling mobile and widespread access. An 
IoT networking concept can be broadly defined as facilitat-
ing networking as well as communication among various 
types of physical objects across the IP network. Humanity 
areas that stand to benefit include healthcare, agriculture, 
environmental monitoring, disaster areas, supply chain 
management, transport systems, smart homes and cities. 
For example, as at 2018, in excess of 2 billion people were 
connected to the IP network and thus can access various 
kinds of resources, e.g., content browsing, online gaming, 
exchange emails, as well as social networking. On the im-
plementation side, the IoT capability is enabled by extend-
ing and blending ICT technologies and capabilities into 
common daily things and facilitating connectivity in ex-
tended Internet technologies. This has created a global 
cyber-physical system interconnecting all objects and ena-
bling them to be controlled remotely. The diverse hetero-
geneity in both the communication requirements as well as 
the hardware capabilities among the various types of de-

vices will severely constrain transmission resource capabil-
ities. At hardware level perspective, various objects have 
differing resource requirements, e.g. memory, power, com-
putation, or communication capabilities. The various ob-
jects will also generally have varying Quality of Service 
(QoS) requirements in terms of resilience, reliability, data 
losses and latency or energy consumption constraints. As 
an example, it is not so critical that devices with power 
supply connection minimize the energy for computa-
tion/communication purposes, whereas that is a significant 
impacting constraint for battery-powered devices that do 
not have efficient energy replenishing or harvesting tech-
niques. These two contrasting characteristics intricate a 
universal network designs that can satisfy both the general 
diversity of functionalities of things as well as capabilities. 
It is for this reason that adaptive cross-layer communica-
tion schemes are being pursued instead. Whereas there 
exist quite many cross-layer protocols for various wireless 
networks such as sensor(WSNs), mesh (WMNs), and Ad-
Hoc (AHNs), these however cannot be directly integrated 
or applied to the envisaged IoT enabled networks  for vari-
ous reasons.  
 

Laptop
HTTP/
CoAP CoAP

unconstrained
nodes

UCN CN

IoT constrained

nodes

CoAPHTTP
CoAP

M2M protocol
translation

gateway

 
Figure 1: IoT heterogeneous space 
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2. devices, elements and architec-

ture overview 

ITU’s ITU-T Y.2060 Recommendation does provide an 
overview of the IoT’s concept and scope, identifies its key 
fundamental characteristics and high-level requirements, as 
well as describes the IoT reference model. It defines an IoT 
network as a global infrastructure for the information so-
ciety enabling advanced services by interconnecting (phys-
ical and virtual) things based on existing and evolving in-
teroperable information and communication technologies, a 
fully-fledged IoT is envisaged to be a “dynamic as well as 
universal network enabling interoperable networking pro-
tocols where both virtual and physical objects  can com-
municate. Figure 2 summarizes IoT devices and compo-
nents. 
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Figure 2: IoT devices and components 
 
Various utilities are facilitated by several functional archi-
tectural elements comprising the system. Example utilities 
include: - 
 Remote sensing, in which devices are responsible for 

the acquisitioning of data which is in turn processed 
and extracted useful information used to guide on fu-
ture actions locally or remotely.  

 Self-adapting utilities: The interconnected elements 
within the IoT domain are provisioned with capabili-
ties of dynamically adapting to changing contexts as 
well as expected to realign their actions based on the 
changed/varied operating conditions, sensed environ-
ment or user’s context. 

 Self-configuring: Self-configuring capability is ena-
bled among the devices thus allowing a group of IoT 
devices to operate harmoniously to provide certain de-
sired functionalities (such as climatic conditions, or 
weather monitoring). The same devices should be able 
to self-configure and perform any necessary software 
upgrades. 

 Interoperable protocols: IoT objects and entities facili-
tate as well as leverage a diverse set of interoperable 
networking protocols and thus be able to communicate 
with other devices as well as the existing infrastruc-
ture. 

 Self-Integrating:  This is to enable IoT devices to inte-
grate themselves automatically with other devices onto 
a particular information network such that they har-

moniously network with other systems as well as de-
vices. Normally, they are discoverable by peers, after 
which they provide self-description to their new peer 
devices or user applications. An example is when an 
individual weather forecasting device describes its ca-
pabilities to neighbouring connected nodes hence col-
lectively and collaboratively they can provide "smart-
er" weather predictions.  

 Unique identity: Every physical or virtual device is 
assigned a unique identity as well as an identifier. 
These elements may also be coupled / provisioned 
with context -adaptable interfaces that also facilitate 
remote querying, monitoring and control of associated 
devices. 

 
 Key functional architectural elements include communica-
tion, services, security, management as well as application. 
 Communication: This block facilitates communica-

tion among the various devices and components. 
 Services: An IoT system provides a diverse set of 

functions such as services for the purpose of facili-
tating device control and modelling data analysis, 
and publishing as well as device discovery. 

 Management: This is key to ensuring various func-
tions to govern an IoT. 

 Security: This will generally provide security to the 
IoT enabled system by provisioning security related 
services and functions, e.g authorization, authentica-
tion, message integrity, privacy, data security as 
well as content integrity. 

 Application:  This interfaces directly with users, 
thus provisioning the necessary modules for moni-
toring and controlling of various aspects of the IoT 
system(s). 

 
Currently no standardized architecture for IoT enabled 
works as well as the number of layer functionalities. How-
ever, most of the proposed models commonly define the 
following layers: -. 
 Physical (perception) layer: This layer comprises 

sensor devices and objects for acquiring information 
about the vicinity environment. 

 Network layer: This layer facilitates interconnecting 
other smart things, network devices, and servers 
within the IoT. 

  Transport layer: This layer ensures process to de-
livery of data.  

 Application layer:  This layer defines the various 
services and as well delivers application specific 
services to end users or systems.  

 Processing layer. It is responsible for processing da-
ta after the transport layer.  

 Enterprise /Business layer:  This layer generally 
regulates the entire IoT operations, this includes 
business and profit models  as well as security.  
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Figure 3: IoT Generalized Secured Communications Archi-

tecture 
 

3. Clouds of Things 
 
This is a platform for rapidly provisioning a set of pooled 
configurable computing resources by means of an enabling, 
on-demand network access in IoT enabled networks. This 
is illustrated in Figure 4. 
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Figure 4: Cloud as a middleware in IoT paradigm 
 
Typical cloud computing characteristics are: - 
On-Demand self-service: i.e ,the ability to render users 
instantaneous access, to computing resources requirements 
(e.g. CPU time, storage space, network access etc.) without 
requiring any human interaction with the provider of those 
resources. Network Access: Such requested resources are 
deliverable through the IoT enabled network and accessible 
to several clients as well as client applications with diverse 
platforms requiring standard protocols and mechanisms to 
access them. Resource Pooling: The available resources are 
pooled together to serve many customers concurrently uti-
lizing various dynamical assigned physical and virtual re-
sources so as to satisfy customers' QoS expectations. This 
"multitenancy" model relies on the use of virtualization and 
in that way; IT resources can be dynamically assigned and 
reassigned, according to demands.  Rapid Elasticity: The 
service provisioned by cloud provider elastically deployed, 
assigned, released or scaled as per demand.  Measured Ser-

vice: The ability of the cloud service to monitor and meas-
ure actual individual usage and charge fairly.      In terms 
of infrastructural deployment within the IoT context, four 
models exist, and these are: Private Clouds: This infra-
structure is provisioned to an individual organization so 
that it restricts access and usage of the services it avails 
employees. Community Cloud: This is an infrastructure to a 
community who share a common goal Public Cloud: Such 
an infrastructure's services are provisioned for open use on 
a pay-per-use model. 
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Figure 5: Cloud Storage System 

 

Hybrid Cloud: In this case the infrastructure blends two or 
more distinct infrastructure deployment models. Inter-

Clouds (Cloud Federations): This is a relatively newer 
cloud provisioning model that offers more flexibility, as 
well as improved reliability and a geographic distribution. 
Depending on cloud services that are render able by cloud 
providers, three service models are specified. These differ 
on control granted to request resources by a user as well as, 
the general functionalities and the architectural layer of-
fered. Software-as-a-Service (SaaS): In this case the users 

rent out their applications via a service provider.  Plat-

form-as-a-Service (PaaS): This is primarily a development 
platform that is provisioned to customers to develop their 
proper applications or services. Infrastructure-as-a-Service 

(IaaS): The users are allowed direct usage of the IoT infra-
structure. This include processing, storage and network 
resources. In practice, this is implementable through virtu-
alization techniques. The convergence between Cloud 
Computing and IoT has led to the "Cloud of Things” or 
CloudIoT.  In the advent of IoT, storing data locally and 
temporarily will not be feasible anymore as more storage 
space would be required. In any case, most of the data 
would require processing externally (in the Clouds) where 
there are better, efficient and more capable computing re-
sources. Primarily, IoT services are provided as isolated 
vertical solution in which a given application and related 
components are tightly coupled to the specific context of 
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application. Coagulating and rendering IoT services via the 
Cloud will ease the delivery and the deployment of them 
by leveraging all the flexibility of Cloud models. In this 
regard, the Cloud computing facilitates applications devel-
opment and makes possible an abstract vision of the IoT 
systems. IoT can also provide a platform for the Smart Cit-
ies services that are envisaged in the next 5-10 years.  

 

4. Related alliances, organisations and 

standrads 

Key IoT Related Organisations   

Key Organizations related to IoT development and de-
ployment activities include [15]: 

 The European Telecommunications Standards In-

stitute (ETSI) focusing on connecting “Things" as 
well as clustering them. 

 The Internet Engineering Task Force (IETF): This 
is the current Internet’s leading standards setting 
body that has since set up an additional IoT Direc-
torate Group that is spearheading and coordinating 
related efforts in reviewing specifications for con-
sistency, and monitoring IoT-related matters. 

 The Institute of Electrical and Electronics Engi-

neers (IEEE) focuses on IoT related innovations 
as well as specifications.  

 Object Management Group (OMG) focuses on 
Data Distribution Service Portal;  

 The Organization for the Advancement of Struc-

tured Information Standards (OASIS) whose 
MQTT Technical Committee spearhead IoT relat-
ed issues;  

 Open Geospatial Consortium (OGC) focusing on 
Sensor Web for IoT Standards Working Group;  

 The European Lighthouse Integrated Project ad-

dressing the IoT Architecture (IoT-A) which   fo-
cuses on the formulation of a standardized proto-
col/architectural reference model for the IoT. 

 One_M2M, which proposes a single or one M2M 
and hence are also focusing on developing tech-
nical specifications for a universally standardized 
M-2-M Service Layer whose compatibility with 
various hardware and software enables reliable in-
terconnection of all devices with M2M application 
servers globally. 

 Open Standards IoT (OSIoT,) whose focus is on 
developing and promoting free open source stand-
ards. 

 Eclipse Paho Project:  This is an organization that 
focuses on the overall integration of D-2-D/M2M 
applications.  

 OpenWSN:  This is a platform as well as reposito-
ry for open-source implementations of protocol 
stacks based on IoT standards. 

 CASAGRAS:  An initiative by Europe, the USA, 
China, Japan and Korea that addresses universal 
standards, concerning RFID and its overall role in 
realizing an IoT. 

 
Alliances 

 The AllSeen Alliance: which is focusing towards 
enabling and spearheading universal adoption of 
IoT related devices, systems and products through 
an open, universal development framework? The 
AllSeen Alliance is in the process of merging with 
the Open Connectivity Foundation (OCF) and the 
merged consortium will retain the OCF name. 
Overall the merged Alliance will focus on a code 
base of diverse and various modular applications 
and services that facilitate critical activities such 
as pairing and discovery of neighboring objects 
and devices, message routing, and security. The 
cross-platform nature of the open source codebase 
facilitates interoperability among diverse as well 
as basic objects and systems. 

 IP for Smart Objects Alliance (IPSO) – The IPSO 
Alliance is an open, forum comprising several or-
ganizations and individuals that promote the value 
of using the Internet Protocol for the networking 
of Smart Objects. 
Its R&D efforts are geared towards achieving IoT 
interoperability by facilitating data metadata ex-
changes effortlessly, i.e. this is an approach that 
eradicates the need for translators. The new ap-
proach universally defines all objects and devices, 
so that each no longer requires predefining or pre-
registering. Overall, it emphasizes as well as ad-
vocates for IP networked devices in healthcare, 
energy, consumer and industrial applications. 

 Wi-SUN Alliance:  It promotes the use of IEEE’s 
802.15.4g based interoperability protocol standard 
to advance seamless connectivity. Primarily, the 
Wi-SUN Alliance promotes open industry stand-
ards for: 1. Wireless Smart Ubiquitous Networks 
and related applications. 2. Advancement, stand-
ardization as well as interoperability of wireless 
Smart Ubiquitous Networks globally. 3. Other ac-
tivities include user education, industry outreach 
and other support programs as well as lobbying 
regional regulatory bodies for spectrum allocation 
for smart grid services. 

 

Protocols Broadly, IoT candidate protocols can be catego-
rized as: Infrastructural, Identification, Communications & 
Transport) Service Discovery, Data Protocols, Device 
Management   and   Semantic (security).  
Infrastructure Protocols 

 IPv6 over Low Power Wireless Personal Area 

Networks (6LoWPAN). It is an adaptation layer 
protocol for IPv6 over IEEE802.15.4 links. 
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 Nano Internet Protocol (NanoIP): This is a con-
cept that seeks to bring IP-like networking ser-
vices to embed with sensor devices, by secluding 
the TCP/IP overheads. 

Discovery Protocols 

 Multicast Domain Name System (mDNS) - Can re-
solve and map device names to global IP address-
es. 

 Universal Plug and Play (UPnP) - This category 
of protocols   facilitates self-discovery and inter-
action capabilities by networked sensors and de-
vices. 

Data Protocols 

 MQTT for Sensor Networks (MQTT-SN): An open 
protocol designed specifically for mobile and 
M2M/D-2-Dapplications. 

 Constrained Application Protocol (CoAP):  
An application layer protocol for WSN nodes. 

 Communication / Transport layer 

 IEEE 802.15.4: This is a standard which specifies 
the physical layer and media access control for 
low-rate wireless personal area networks (LR-
WPANs). 

 ANT: A wireless sensor network technology- de-
signed for collection and transfer of sensor data 
and the integration of remote control systems such 
as controlling indoor lighting or a television set.  

 LoRaWAN: Network protocol intended for wire-
less battery-operated devices.  

Semantic 

 SensorML: It is an approved Open Geospatial 
Consortium standard. That primarily rovides 
standard models and an XML encoding for de-
scribing sensors and measurement processes.  

 Media Types for Sensor Markup Lan-

guage (SENML):  A simple sensor, such as a tem-
perature sensor, could use this media type in pro-
tocols such as HTTP or CoAP to transport the 
measurements of the sensor or to be configured. 

Security 

 Open Trust Protocol (OTrP) - This protocol es-
sentially is designed to enhance and manage secu-
rity configurations in Trusted Execution Envi-
ronments (TEEs). It aims at creating an open uni-
versal protocol defining how objects and devices 
trust each other in a networked environment. It 
uses the Public Key Infrastructure architecture 
(PKI) and certificate authorities, as its basic un-
derlying system. 

 X.509 - Standard for managing digital certificates 
and public-key encryption. 

 
 
 

5. Access control in multi-domain 

federated clouds 
   In this section, we describe a possible access control in 
Federated IoT Clouds.  A federated cloud system is illus-
trated as shown in figure 6. 
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Figure 6: Federated Cloud Access Control architecture. 

 
Usually it suffices to have an individual user authenticated 
in a single domain. It is recalled that IoT enabled networks 
in general will be characterized by relatively dynamic 
nodes connectivity as well as network topologies. Because 
wireless channels are dynamic in nature, there is a need to 
accordingly incorporate a suitable flexible as well as dy-
namic access control system that is suitable for the federat-
ed Cloud IoT environment. 
5.1: Access Control Architecture 

We propose access control architecture as illustrated in 
Figure 7 and was partly modified from a proposal in. Each 
domain has an Agent Unit (AU) to which all devices and 
components are connected. The domain is also connected 
to the IP backbone network. Features characterizing the 
architecture include authentication for each user's access 
request (s) as well as a QoS secure path selection.  
The authentication network is decentralized and hence each 
domain handles authentication requests from all its devices 
and components. High bandwidth end-to-end authentica-
tion channels are logically separated from encrypted and 
QoS ensured data channels. 
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Figure 7: Proposed Access Control Architecture and 

Agent Unit functionalities. 

 
The packet level control consists of an input/output inter-
face. Upon reception of a packet, the analyzer unit differ-
entiates access request, data or control packets by studying 
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the service identifier field (ID).  Any received authentica-
tion packet is passed on to the Security Block (Figure 7).  
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Figure 8: Message exchanges in authentication, channel 

reservation and data exchange processes. 

 
Within this block, the Access Control manager (ACM) 
together with a set of authentication/SSL protocols will 
negotiate for the desired access to a requested resource 
under the coordination of the contexts security unit (CSU). 
After the access is granted, an authentication notification in 
the form of a ticket is issued to the user.  In a way, the CSU 
is a central point for security decisions. The control packet 
will also be utilized by the Path Level Security Control 
block in setting up an encrypted path between the ingress 
and egress nodes. In so doing it uses the routing topolo-
gy/link state database. The path selection is based on ran-
dom routing shortest path first. The explicit route infor-
mation i.e. the set of nodes to be traversed as well as re-
quired resources is now incorporated in the signal from the 
ingress node to the egress node over a secure and dedicated 
control/signalling channel and ultimately in the process 
reserving the requested secure path between the Agents. A 
summary message exchanges in authentication, channel 
reservation and data exchange processes is illustrated in 
figure 8. 
 
5.2: Contexts Access Control Details 

In the Agent generalized architecture illustrated in figure 7, 
the Security Block receives the access request and ulti-
mately decides to accede to it or not.   The ACM basically 
provides several sets of primitives such as: 
Policies: This is a repository comprising a set of various 
access policies for accessing available objects or resources. 
We distinguish; (1) user-based policies, which primarily 
comprise sets of user profiles P and rules versus (2) sub-
ject-based policies each comprising a set of objects ( O ) 
and rules. Note that an object can be defined as a lone tag 
ID or as a sequence applicable to a set of tags e.g.; 
 

 nii VOVOO ,,1, ...                                                            (1) 

 

where, VO denotes value of an object as we assume that 
access control data structure in this regard will  generally 
be based upon  element (E) → Attribute (A) → Value(V)  

ternary relationships. 
 ARCPPolicy ,, , where P  is the user profile, C  is the 

context and AR is the type of access rights, such as save, 
read, write, copy, etc. 
User Profile: This is defined here, as an attributes-based 
set of user profiles. The attributes are specified by the ad-
ministrator. If iP  defines the profile of user i , then each iP  
comprises several profile attributes ( AP ): 
 

 niii APAPAP ,1, ,... .                                                     (2) 

 
Access List; As proposed in [19], [20], [21], an access list 
supports access request when access request-based authori-
ty delegation is requested and executed.  
Contexts; Scalability issues due to the dynamic nature of 
IoTs as well as large numbers of devices and users, it is 
further necessary to further enhance access  control by way 
of incorporating contexts ( C ) that define virtual identity ( 
VID ) and a set of contexts ( SetC ) with different types (

TypeC ). Each TypeC  is assigned a constraint ( constC ) hence: 

 
 ,... , ,_ ,_ timelocation,levelauthleveltrustCType              (3) 

 
 )()2(),1( ,..., nTypeTypeTypeSet CCCC                                     (4) 

 

valueOPCC Typeconst                                            (5) 

 
where value is a specified value of TypeC  and  OP   a logical 

operator, thus giving: 
   

 )(,...,),2()1( , nconstconstconst CCCC                                      (6) 

 
VID:  This is a set comprising, the user ID, contexts, sub-
ject policies and a set of disclosure policies; 
 

 PoliciesCPIDVID ,,,                                                  (7) 
 
5.3: Access Request Initiation 

 

An access request to an Object ( O ) generally specified by 
profile set P , and an Electronic Product Code Information 
System (EPCIS) set, event types ET each with its own at-
tributes e.g. ( iAE ) and context C . In order to validate a 

request, its profile, ( REQP ) and requested object policy’s 

profile should match.  
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Figure 9: Access Control initiation/creation. 

 
If the number of matching access rules is p , then; 
 

 p
REQ CCC  ....1                                                    (8) 

 
where; 
 

 S
ni

S
jii AEAEC ,, ...                                                     (9) 

 
Specifies the ith matched access rule conditions. 
 

 P
m

P
k

REQ AEAER ,...,                                                    (10) 
 
 The process commences by device xS  sending its virtual 
identifiers (VIDs ) together with those of the desired object 
( oVID ) to be accessed to the AGENT. This is illustrated in 
figure 9. 
1. The AGENT will respond by requesting the ACM to 

map as well as furnish back the profiles of xS  based 
on the supplied VIDs. The ACM will in turn furnish-
ing back the requested values, i.e, profile P as well as 
context, C of xS . 

2. Both P and C are passed on to the Policies Reposito-
ry, for validation against relevant policies of the cor-
responding object O, (based on its ( oVID ) .It will in 
turn pass them on to the ACM. 

3. The ACM processes and validates  the received P  
and C  before creating a new capability  of the object (
CAP )  and sends to xS   

4. The ACM notifies the Access Control Servers ( ACU

s) about the successful creation of an Object for sub-
ject xS , it also starts creating a new propagation tree. 

 

5.4: Access Provisioning 

Access provisioning relies on CAPext  validation as well as 
evaluation of its contained contexts, C  and this is carried 
out as follows:  
1. Upon receipt of the xext CAP  as well as sVID  from the 

device, xS requesting  access,  the ACU  checks their 
validity/authenticity. It does so by scripting a one-way 

function  ox ndAROSf ,,,  and comparing the output 
result with ind  in xext CAP . 

 

 
Figure 10:  Access control 

 
2. If xext CAP  is successfully validated, the ACU shall 

now validate the contexts constC  contained in C  and if 
the result is true, the access request response is 
acknowledged to xS . 

The various steps are summarized in Figure 10.   
 

55: External Access delegations 

 

 For a federation network in IoT, trust relationships among 
the multiple domains are established prior to implementing 
authority delegation. This will allow all federation domains 
(members) to mutually authenticate each other. 
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Figure 11:  External authority delegation. 

 
In practice, a device that already has access rights can del-
egate the Object ( O ) to access the required resource(s). 
Summarily O  upon receiving a delegation request from  

xS  and validates it before responding back to xS  with an 
external capability Dext CAP  together with D's identity. In 
turn, xS  now dispatches the Dext CAP  concurrently with a 
public key known to D. 
The sequences of events are as follows: 
1. xS Sends a delegation request to the ACM within O . 

The request message that includes a DVID  is signed 
with a Federated IoT certificate which O  uses to veri-
fy that the request is indeed from xS . 

2.  The ACM validates the message's signature and if 
successful, it requests DVID  mapping from the 
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ofilesVID Pr mapping. It will return with D's profile (
),, DVIDCP . 

3. D's profile is sent to the Policies' repository for valida-
tion checks against policies of the corresponding Ob-
ject. 

4.  The policies Repository passes on the relevant OVID  
policies to the ACM. 

5. The ACM (subject to approving the received policies) 
creates a new capability for D ( Dext CAP ) and sends it 
to xS . 

6. The propagation tree is updated. 
7. Finally, xS  sends out   the authority delegation state-

ment in the form of Dext CAP .  

5.6 System Model and Performance evaluation 

In this section   analyze the proposed system framework 
model in which each end user requests a specific QoS as 
well as security (confidentiality).  The Path Level Security 
Control plane chooses and sets up a path that satisfies the 
requested QoS and Security level constraints before any 
data exchanges can take place.. Once the request is accept-
ed, it is also expected that the two constraints will be main-
tained throughout. The Jackson's queuing network theory 
model is utilized because whereas in general, imposes lim-
its on the processing time distribution of each queue (, i.e 
that must be exponentially distributed), it however, pro-
duces quick and simple results.  
Firstly, we will analyse the processing time delays at each 
AU, followed by effects of increasing the number of AUs 
on overall response times.   A proposed two-stage tandem 
network model depicting overall core functionality of an 
AU in negotiating required resources and security levels is 
shown in Figure 12. 
A few assumptions are made as follows: 

 We assume each user is authenticated by the in-
gress AU on behalf of the Federation before. re-
laying the required security level together with 
desired QoS to the rest of the Federated network. 

 We assume a network with K  classes of users. 
Each user class Kk  has a fixed routing through 
the network in which the desired QoS together 
with security level can be guaranteed.  

 Arrival and service processes are not known apri-
ori, but means and standard deviations of inter-
arrival times and service times are known. 

 sim -is the average processing time at an AU, for 
,...3,2,1i  

 sis  - is the standard deviation of processing 
time(s) at a given AU. 

In a way each AU can be viewed as a GI/G/1 queue, hence, 
we used a Jackson network model as well as theorem to 
approximate it. 
 

1,1 10  NN

10 ,11 NN  10 ,11 NN 10 , NN

1,11 10  NN

0 1


departures

To AU scheduler
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Figure 12: (a). AU traffic model and (b) internal state 

transitions. 

 
The waiting time at each AU is calculated from: 
 

(11) 
 
At each AU the total waiting time is; 
   


1 qWW                                                                (12) 

Figure 13 shows the average processing time at a single 

AU as a function of CPU utilization. Setting  22 aC   
brings about increases in processing time thus indicating 
that variations in traffic arrival rates significantly affects 
the processing times. 

 
Figure 13: AU Processing time as a function of CPU‘s 

utilization. 
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Shown in Figure 14 is the fractional processing time(s) as a 
function of the number of AUs in the distributed architec-

ture. For both 12 aC and 22 aC  the processing times 
exponentially decays with increasing numbers of AUs.  

 
Figure 14: Number of AUs versus processing times 

 
This infers a distributed architecture will significantly 
bring about a reduction in processing times. We further 
extend our performance analysis   of the proposed authen-
tication framework model by comparing three request ne-
gotiation algorithms (protocols) all of which relate to the 
manner in which end-to-end resources are negotiated by 
the ingress AU. These are: Algorithm I: The Sequential 
Resources Request negotiation Protocol(S-RRNP) in which 
the ingress AU negotiates the required end-to-end re-
sources in a sequential manner.  Algorithm II: Parallel Re-
sources Request negotiation Protocol (P-RRNP), in which 
case  the ingress AU identifies a candidate  path before 
sending  a resources request message  to all associated  
transit AUs simultaneously. Algorithm III: Centralised 
Requests negotiation Protocol (C-RRNP): The resources 
negotiations within the entire federation are carried out in a 
centralised manner. As such the ingress AU always re-
quests the required resources and security via a designated 
central AU. In our simulation, we compare the perfor-
mance of   the various requests negotiation protocols. In 
order to carry out the simulation we make further assump-
tions as follows: that the AU receives a Resources Request 
from users and maintains a state in memory for each of 
such Requests ( e.g representing the processing state of this 
resources request). 
 Two queues are necessary: one introduces the AU’s 

Resources request processing time, while the other in-
troduces the waiting time for the response. 

 That the waiting time for the response from a remote 
AU equals its processing time of the Resources 
|Request message as well as generation of the Re-
sponse. 

Each ingress AU searches for a suitable end-to-end channel 
by querying with all associated transit AUs on the desired 
path. When it fails to find a-channel, it may either discard, 
or loop it back. The looped back Requests are queued once 
more with new arrivals thus may cause bottlenecks. We 
define three probabilities as follows: 
 q - the probability that no channel was found on the 

first attempt hence, hence  the request is looped back 
(looping probability). 

 p - is the probability of discarding the Request on as 
resources do not exist. In this case a FAIL message is 
relayed back to the user.  

 m -is the probability of finding a suitable channel on 
the first attempt. 

Note that 1 mqp . 
As cited earlier, the looping back of requests traffic causes 
a bottleneck at the ingress AU. As such the maximum load 
at the ingress AU is approximated by: 
 

)(1

1

mq

ko
ko







                                                           (13) 

 
where ok is the loop back queue, ko is the internal load. 
Since memory requirement is directly linked to the number 
of request in the system, by using little’s formula, the mean 
number of Resources requests is: 

d
Queuesk k

k
RR TN 







 

 1
                                          (14) 

 
The mean end-to-end delay can be calculated from the pre-
ceding formula taking into account blocking in the rest of 
the cascaded AUs on the chosen path. A simulation model 
was built in MATLAB,.  The main units of each  cascaded 
model built includes, an Entity Generator block (for gener-
ating requests), a Simulink Function uniform Arrival Time 
block that determines the interarrival times for the generat-
ed entities, Entity Queue block for storing entities in a 
FIFO order) and an Entity Server block  modelling a serv-
er. 

 
Figure 15. Requests Arrivals as a function of Looping 

 
In our simulation all three protocols have the probabilities
p , q , and m  fixed. In Figure 15 we plot the arrival rate at 
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a given ingress Au as a function of the probability of loop-
ing. The looped requests are also queued at the input and 
hence are a bottleneck hence the same queue is limiting the 
maximum possible arrival rate.  

 
Figure 16. Relative Gain comparisons 

 
Overall the S- RRNP’s performance as expected is the 
worst, whilst the C-RRNP outperforms by supporting a 
maximum arrival rate of 76 Requests per second in com-
parison to 30 Requests for the S-RRNP. We also compare 
the relative gain on the arrival rates for the three protocols. 
Whereas as expected the C-RRNP outperforms the other 
two, however when the looping probability increases be-
yond 0.45 its performance steeply degrades. This is be-
cause in this case, the frequency of signalling messages, as 
well as looping queues increase hence creating a further 
bottlenecks on the designated central Au itself thus the 
steep drop in performance. 
 

 
Figure 17.   Average number of requests at the ingress 

AU’s scheduler. 

 
The average number of requests in the AU’s scheduler 
(number in system) is explored for the three different pro-
tocols when the arrival rate is fixed to 30 requests per sec-
ond. From Figure 17, we deduce that q  greatly influences 
the number of requests in the system. Above a certain 
threshold value of q , the system can become unstable. It is 

therefore necessary to limit the looping probability so as to 
ensure acceptable QoS especially with regards to pro-
cessing delays. 
 
 

6. Conclusions 
In this paper we reviewed security and access and control 
in IoTs. We proposed distributed access control architec-
ture as well as described its main blocks as well as func-
tionalities. We also evaluated the performance of the pro-
posed system framework in terms of processing times.  
Overall it is deduced that a distributed architecture will 
significantly bring about a reduction in processing times. 
Overall, whereas the architectural and related issues dis-
cussed earlier point to a realistic as well as feasible practi-
cal realization of the IoT, a significant research effort is 
still required in order to address various issues including 
technology, standardization, security and privacy. A full 
understanding and appreciation of industry and technology 
requirements and characteristics as a function of factors 
such as security, privacy, risk and cost is required before 
general acceptance of deployment of IoT in all aspects of 
humanity. Design of scalable, as well as cost effective Ser-
vice Oriented Architecture (SoA) for IoT is quite challeng-
ing as IoT is a heterogeneous network platform. Its hetero-
geneity nature will aid to more complexity in terms of 
meeting a universal communication platform, thus stand-
ardization will not be achievable in the near future. Novel 
SDL may be developed to cope with product dissemination 
after validating the requisite SDL specific architecture. 
Sufficient bandwidth provisioning to cope up with the var-
ious interconnected IoT objects is necessary. Current data-
base management systems may not be able to satisfy the 
real-time handling requirements. The current RAID tech-
nology needs revisiting in this regard.  Mismatches in data 
type, size and formation generated by the diverse devices 
requires that researchers come up with big IoT data specif-
ic design tools to handle the data efficiently. Relevant ar-
chitectural framework is required for handling data mining, 
analytics, and hence decision-making services. Big Data 
approach could be aggregated herewith. Defining both pri-
vacy and security from a legal, social as well as cultural 
point of view is of paramount importance. Core security 
and privacy approaches also require further enhancements. 
Whereas existing network security protocols and related 
technologies provide a basis for privacy and security in the 
IoT, further improvements are still necessary.  
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